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Figure 6. Average colour-correction factor, fc, as a function
of luminosity in Eddington units for the 16 X-ray bursts in
4U 1820–30. The points correspond to the whole sample of bursts
in 25 bins, using the data in Figure 5 and eq. (1). Dashed lines
correspond to models of fc for three different chemical compo-
sitions of the neutron-star atmosphere (Suleimanov et al. 2011),
indicated in the legend.

obtained colour-correction factor from the spectral param-
eters, assuming R = 14 km, z = 0.19 and d = 7.6 kpc. To
estimate the luminosity in Eddington units we assumed that
the flux reaches the Eddington limit at the touchdown point
in each burst, and further that the emission is isotropic.
Hence, we average the peak flux of the 16 bursts, obtaining
FEdd = 6× 10−8 erg cm−2 s−1. In the plot we also show the
theoretical models of fc from Suleimanov et al. (2011) that
correspond to atmospheres with three different chemical
compositions: pure hydrogen, solar abundance and pure he-
lium, respectively. Starting at near-Eddington luminosities,
as the flux decreases, the inferred fc slightly decreases until
it reaches a minimum value fc ∼1.4 close to L/LEdd = 0.6.
After that, the inferred colour-correction factor starts to in-
crease again, doing so even faster for L/LEdd < 0.2, in the
cooling tail of the bursts, close to the level of the persis-
tent emission, where the errors in the fitted spectral param-
eters become important and the models are less accurate.
Besides the fact that the models do not fit the data well,
our results are incompatible with the presence of metals in
the atmosphere, also favouring a He-rich composition, which
agrees with the chemical composition of the accreting ma-
terial (Rappaport et al. 1987) deduced from the properties
of the white-dwarf companion. Moreover, the shape of fc
in this plot is similar o that ofthe hard non-PRE bursts in
4U 1636–53 (Zhang et al. 2011).

We note also that the distribution of kTbb at constant
bolometric flux levels broadens close to the tail of the bursts
(Figure 4). This could be due to differences in the underlying
emission coming from the NS surface. This emission can be
due to persistent accretion playing an important role when
the bursts stop, or to the burning of a small residual frac-
tion of hydrogen, not fully burned before touchdown, during
the tail of the bursts. Hydrogen burning is slower than he-
lium burning because the β-decay within the nuclear chain
is driven by the weak force, thus having a longer time-scale
than the triple-α process. The possibility that this source of
heat operates during the cooling phase of the X-ray bursts

(Cumming 2003), could explain the power-law index larger
than four that best-fits the relation between the flux and
the blackbody temperature.
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Figure 6. Average colour-correction factor, fc, as a function
of luminosity in Eddington units for the 16 X-ray bursts in
4U 1820–30. The points correspond to the whole sample of bursts
in 25 bins, using the data in Figure 5 and eq. (1). Dashed lines
correspond to models of fc for three different chemical compo-
sitions of the neutron-star atmosphere (Suleimanov et al. 2011),
indicated in the legend.

obtained colour-correction factor from the spectral param-
eters, assuming R = 14 km, z = 0.19 and d = 7.6 kpc. To
estimate the luminosity in Eddington units we assumed that
the flux reaches the Eddington limit at the touchdown point
in each burst, and further that the emission is isotropic.
Hence, we average the peak flux of the 16 bursts, obtaining
FEdd = 6× 10−8 erg cm−2 s−1. In the plot we also show the
theoretical models of fc from Suleimanov et al. (2011) that
correspond to atmospheres with three different chemical
compositions: pure hydrogen, solar abundance and pure he-
lium, respectively. Starting at near-Eddington luminosities,
as the flux decreases, the inferred fc slightly decreases until
it reaches a minimum value fc ∼1.4 close to L/LEdd = 0.6.
After that, the inferred colour-correction factor starts to in-
crease again, doing so even faster for L/LEdd < 0.2, in the
cooling tail of the bursts, close to the level of the persis-
tent emission, where the errors in the fitted spectral param-
eters become important and the models are less accurate.
Besides the fact that the models do not fit the data well,
our results are incompatible with the presence of metals in
the atmosphere, also favouring a He-rich composition, which
agrees with the chemical composition of the accreting ma-
terial (Rappaport et al. 1987) deduced from the properties
of the white-dwarf companion. Moreover, the shape of fc
in this plot is similar o that ofthe hard non-PRE bursts in
4U 1636–53 (Zhang et al. 2011).

We note also that the distribution of kTbb at constant
bolometric flux levels broadens close to the tail of the bursts
(Figure 4). This could be due to differences in the underlying
emission coming from the NS surface. This emission can be
due to persistent accretion playing an important role when
the bursts stop, or to the burning of a small residual frac-
tion of hydrogen, not fully burned before touchdown, during
the tail of the bursts. Hydrogen burning is slower than he-
lium burning because the β-decay within the nuclear chain
is driven by the weak force, thus having a longer time-scale
than the triple-α process. The possibility that this source of
heat operates during the cooling phase of the X-ray bursts

(Cumming 2003), could explain the power-law index larger
than four that best-fits the relation between the flux and
the blackbody temperature.
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Figure 6. Average colour-correction factor, fc, as a function
of luminosity in Eddington units for the 16 X-ray bursts in
4U 1820–30. The points correspond to the whole sample of bursts
in 25 bins, using the data in Figure 5 and eq. (1). Dashed lines
correspond to models of fc for three different chemical compo-
sitions of the neutron-star atmosphere (Suleimanov et al. 2011),
indicated in the legend.

obtained colour-correction factor from the spectral param-
eters, assuming R = 14 km, z = 0.19 and d = 7.6 kpc. To
estimate the luminosity in Eddington units we assumed that
the flux reaches the Eddington limit at the touchdown point
in each burst, and further that the emission is isotropic.
Hence, we average the peak flux of the 16 bursts, obtaining
FEdd = 6× 10−8 erg cm−2 s−1. In the plot we also show the
theoretical models of fc from Suleimanov et al. (2011) that
correspond to atmospheres with three different chemical
compositions: pure hydrogen, solar abundance and pure he-
lium, respectively. Starting at near-Eddington luminosities,
as the flux decreases, the inferred fc slightly decreases until
it reaches a minimum value fc ∼1.4 close to L/LEdd = 0.6.
After that, the inferred colour-correction factor starts to in-
crease again, doing so even faster for L/LEdd < 0.2, in the
cooling tail of the bursts, close to the level of the persis-
tent emission, where the errors in the fitted spectral param-
eters become important and the models are less accurate.
Besides the fact that the models do not fit the data well,
our results are incompatible with the presence of metals in
the atmosphere, also favouring a He-rich composition, which
agrees with the chemical composition of the accreting ma-
terial (Rappaport et al. 1987) deduced from the properties
of the white-dwarf companion. Moreover, the shape of fc
in this plot is similar o that ofthe hard non-PRE bursts in
4U 1636–53 (Zhang et al. 2011).

We note also that the distribution of kTbb at constant
bolometric flux levels broadens close to the tail of the bursts
(Figure 4). This could be due to differences in the underlying
emission coming from the NS surface. This emission can be
due to persistent accretion playing an important role when
the bursts stop, or to the burning of a small residual frac-
tion of hydrogen, not fully burned before touchdown, during
the tail of the bursts. Hydrogen burning is slower than he-
lium burning because the β-decay within the nuclear chain
is driven by the weak force, thus having a longer time-scale
than the triple-α process. The possibility that this source of
heat operates during the cooling phase of the X-ray bursts

(Cumming 2003), could explain the power-law index larger
than four that best-fits the relation between the flux and
the blackbody temperature.
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Figure 6. Average colour-correction factor, fc, as a function
of luminosity in Eddington units for the 16 X-ray bursts in
4U 1820–30. The points correspond to the whole sample of bursts
in 25 bins, using the data in Figure 5 and eq. (1). Dashed lines
correspond to models of fc for three different chemical compo-
sitions of the neutron-star atmosphere (Suleimanov et al. 2011),
indicated in the legend.

obtained colour-correction factor from the spectral param-
eters, assuming R = 14 km, z = 0.19 and d = 7.6 kpc. To
estimate the luminosity in Eddington units we assumed that
the flux reaches the Eddington limit at the touchdown point
in each burst, and further that the emission is isotropic.
Hence, we average the peak flux of the 16 bursts, obtaining
FEdd = 6× 10−8 erg cm−2 s−1. In the plot we also show the
theoretical models of fc from Suleimanov et al. (2011) that
correspond to atmospheres with three different chemical
compositions: pure hydrogen, solar abundance and pure he-
lium, respectively. Starting at near-Eddington luminosities,
as the flux decreases, the inferred fc slightly decreases until
it reaches a minimum value fc ∼1.4 close to L/LEdd = 0.6.
After that, the inferred colour-correction factor starts to in-
crease again, doing so even faster for L/LEdd < 0.2, in the
cooling tail of the bursts, close to the level of the persis-
tent emission, where the errors in the fitted spectral param-
eters become important and the models are less accurate.
Besides the fact that the models do not fit the data well,
our results are incompatible with the presence of metals in
the atmosphere, also favouring a He-rich composition, which
agrees with the chemical composition of the accreting ma-
terial (Rappaport et al. 1987) deduced from the properties
of the white-dwarf companion. Moreover, the shape of fc
in this plot is similar o that ofthe hard non-PRE bursts in
4U 1636–53 (Zhang et al. 2011).

We note also that the distribution of kTbb at constant
bolometric flux levels broadens close to the tail of the bursts
(Figure 4). This could be due to differences in the underlying
emission coming from the NS surface. This emission can be
due to persistent accretion playing an important role when
the bursts stop, or to the burning of a small residual frac-
tion of hydrogen, not fully burned before touchdown, during
the tail of the bursts. Hydrogen burning is slower than he-
lium burning because the β-decay within the nuclear chain
is driven by the weak force, thus having a longer time-scale
than the triple-α process. The possibility that this source of
heat operates during the cooling phase of the X-ray bursts

(Cumming 2003), could explain the power-law index larger
than four that best-fits the relation between the flux and
the blackbody temperature.
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Figure 6. Average colour-correction factor, fc, as a function
of luminosity in Eddington units for the 16 X-ray bursts in
4U 1820–30. The points correspond to the whole sample of bursts
in 25 bins, using the data in Figure 5 and eq. (1). Dashed lines
correspond to models of fc for three different chemical compo-
sitions of the neutron-star atmosphere (Suleimanov et al. 2011),
indicated in the legend.

obtained colour-correction factor from the spectral param-
eters, assuming R = 14 km, z = 0.19 and d = 7.6 kpc. To
estimate the luminosity in Eddington units we assumed that
the flux reaches the Eddington limit at the touchdown point
in each burst, and further that the emission is isotropic.
Hence, we average the peak flux of the 16 bursts, obtaining
FEdd = 6× 10−8 erg cm−2 s−1. In the plot we also show the
theoretical models of fc from Suleimanov et al. (2011) that
correspond to atmospheres with three different chemical
compositions: pure hydrogen, solar abundance and pure he-
lium, respectively. Starting at near-Eddington luminosities,
as the flux decreases, the inferred fc slightly decreases until
it reaches a minimum value fc ∼1.4 close to L/LEdd = 0.6.
After that, the inferred colour-correction factor starts to in-
crease again, doing so even faster for L/LEdd < 0.2, in the
cooling tail of the bursts, close to the level of the persis-
tent emission, where the errors in the fitted spectral param-
eters become important and the models are less accurate.
Besides the fact that the models do not fit the data well,
our results are incompatible with the presence of metals in
the atmosphere, also favouring a He-rich composition, which
agrees with the chemical composition of the accreting ma-
terial (Rappaport et al. 1987) deduced from the properties
of the white-dwarf companion. Moreover, the shape of fc
in this plot is similar o that ofthe hard non-PRE bursts in
4U 1636–53 (Zhang et al. 2011).

We note also that the distribution of kTbb at constant
bolometric flux levels broadens close to the tail of the bursts
(Figure 4). This could be due to differences in the underlying
emission coming from the NS surface. This emission can be
due to persistent accretion playing an important role when
the bursts stop, or to the burning of a small residual frac-
tion of hydrogen, not fully burned before touchdown, during
the tail of the bursts. Hydrogen burning is slower than he-
lium burning because the β-decay within the nuclear chain
is driven by the weak force, thus having a longer time-scale
than the triple-α process. The possibility that this source of
heat operates during the cooling phase of the X-ray bursts

(Cumming 2003), could explain the power-law index larger
than four that best-fits the relation between the flux and
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R = 14 km, 
d = 7.6 Kpc, 
z = 0.19, 
and F and kTbb from plots like this:

A warm-up teaser
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Figure 3. The X-ray burst in 4U 1820–30 detected in ObsID
96090-01-01-00G. The panels from top to bottom correspond to
the Standard-1 mode (0.125-s time-resolution) X-ray light-curve
(starting 1 s before the burst detection), the blackbody tempera-
ture, kTbb, normalization, Nbb, bolometric flux, F , and reduced
χ2 for 25 degrees of freedom of the best-fitting of the time-resolved
spectra (starting from the onset of the burst), with 1-σ error-bars.
The vertical dotted line indicates the touchdown point, which de-
fines the starting of the cooling phase of the PRE burst.

finally it decays exponentially until the persistent count rate
is recovered in 15–25 s. In the next four panels we present
the evolution of the best-fitting parameters kTbb and Nbb,
the bolometric flux derived from the blackbody model and
the reduced χ2 residuals of the best-fitting model for 25
degrees of freedom, respectively. During the spectral fitting,
we considered three different values for the hydrogen column
density, following Costantini et al. (2012) and Güver et al.
(2010): NH = 0.13, 0.25 and 0.38×1022 cm−2. The best-
fitting spectral parameters obtained for these three column
densities are fully consistent with each other.

At the beginning of the burst the blackbody temper-
ature, kTbb, starts at ∼3 keV and decreases rapidly, while
the blackbody normalization, Nbb, which is proportional to
the inferred emitting area, increases very fast. Then, kTbb

starts to increase again as Nbb decreases, until the touch-
down point is reached. At this point, the Nbb is minimum
and the temperature is maximum. Thus, we define this time
as the start of the cooling phase. This common behaviour
seen in all bursts indicates that they are all PRE. The high
and narrow peak observed in the Standard-1 light curves at
the start of the burst (Keek 2012) is due to the fact that

the temperature decreases enough to move the Planckian
flux distribution to the soft band, outside the energy range
where the PCA is sensitive (Tawara, Hayakawa, & Kii 1984;
in’t Zand & Weinberg 2010).

In order to study the properties of the whole sample
of bursts, we analysed the behaviour of four parameters in-
ferred from the X-ray analysis with respect to the position
of the bursts in the CD. These parameters are: the temper-
ature, kTpeak, and flux, Fpeak, at the touchdown point, the
fluence, B, defined as the total energy per unit area emit-
ted during the burst, B =

∫

F (t)dt, and the decay time
scale, τ , obtained from the fit of an exponential function
to the flux during the cooling phase of the burst. We di-
vided the bursts in two groups, based on the hard colour of
the persistent emission at the time of the burst: HC > 1.05
and HC < 1.05. The statistical analysis of both subsamples
shows that both populations are indistinguishable through
these parameters.

3.3 Flux-temperature relation during the cooling

phase

In Figure 4 we explore the relation between the bolometric
flux, F , and the blackbody temperature, kTbb, during the
cooling phase of all the busts. The diagonal lines in the plot
represent lines of constant radius, R = 4, 6 and 8 km, re-
spectively, assuming a distance d = 7.6 kpc to the source.
Besides the fact that the dispersion is high at low flux levels,
all bursts follow the same trend in this diagram (the spread
in the plot is consistent with the statistical errors of the flux
and temperature). Since the flux-temperature relation of all
bursts is consistent with being the same, we rebinned the
data sorted in flux into 25 points (we also rebinned sorting
the data in temperature, obtaining consistent results); we
show the result in Figure 5. From this plot it is apparent that
the cooling phase of the X-ray bursts in 4U 1820–30 does
not follow the expected F ∝ (kTbb)

4 relation for an ideal
blackbody of constant emitting area. Fitting the data with
a single power law, F ∝ (kTbb)

ν , gives ν=4.93±0.03, but
the fit is not good, with χ2=527 for 23 degrees of freedom.
A broken power-law fits the data better (although formally
it is not a good fit), with χ2=41 for 21 degrees of freedom,
resulting in power-law indices before and after the break
ν1=2.1±0.2 and ν2=5.81±0.06, respectively, and a break at
kTbb=2.41±0.02 keV (see Figure 5).

We also studied the flux-temperature relation dividing
the bursts into two groups for HC >< 1.05, as in the pre-
vious subsection. After rebining both sets of data into 25
points, we plotted their respective cooling phases and con-
firmed that both curves are consistent within errors, which
lends support to the idea that the full sample of bursts in
4U 1820–30 is homogeneous.

4 DISCUSSION

We present, for the first time, a homogeneous analysis of the
cooling phase of all the thermonuclear X-ray bursts detected
with RXTE in the ultracompact LMXB 4U 1820–30. The
sample contains 16 PRE bursts with a duration of 20−30 s,
all of them detected when the source was in the hard state
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These are the data:

A. True
B. False

(sorry, no 50/50 escape this time!)
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Figure 3. The X-ray burst in 4U 1820–30 detected in ObsID
96090-01-01-00G. The panels from top to bottom correspond to
the Standard-1 mode (0.125-s time-resolution) X-ray light-curve
(starting 1 s before the burst detection), the blackbody tempera-
ture, kTbb, normalization, Nbb, bolometric flux, F , and reduced
χ2 for 25 degrees of freedom of the best-fitting of the time-resolved
spectra (starting from the onset of the burst), with 1-σ error-bars.
The vertical dotted line indicates the touchdown point, which de-
fines the starting of the cooling phase of the PRE burst.

finally it decays exponentially until the persistent count rate
is recovered in 15–25 s. In the next four panels we present
the evolution of the best-fitting parameters kTbb and Nbb,
the bolometric flux derived from the blackbody model and
the reduced χ2 residuals of the best-fitting model for 25
degrees of freedom, respectively. During the spectral fitting,
we considered three different values for the hydrogen column
density, following Costantini et al. (2012) and Güver et al.
(2010): NH = 0.13, 0.25 and 0.38×1022 cm−2. The best-
fitting spectral parameters obtained for these three column
densities are fully consistent with each other.

At the beginning of the burst the blackbody temper-
ature, kTbb, starts at ∼3 keV and decreases rapidly, while
the blackbody normalization, Nbb, which is proportional to
the inferred emitting area, increases very fast. Then, kTbb

starts to increase again as Nbb decreases, until the touch-
down point is reached. At this point, the Nbb is minimum
and the temperature is maximum. Thus, we define this time
as the start of the cooling phase. This common behaviour
seen in all bursts indicates that they are all PRE. The high
and narrow peak observed in the Standard-1 light curves at
the start of the burst (Keek 2012) is due to the fact that

the temperature decreases enough to move the Planckian
flux distribution to the soft band, outside the energy range
where the PCA is sensitive (Tawara, Hayakawa, & Kii 1984;
in’t Zand & Weinberg 2010).

In order to study the properties of the whole sample
of bursts, we analysed the behaviour of four parameters in-
ferred from the X-ray analysis with respect to the position
of the bursts in the CD. These parameters are: the temper-
ature, kTpeak, and flux, Fpeak, at the touchdown point, the
fluence, B, defined as the total energy per unit area emit-
ted during the burst, B =

∫

F (t)dt, and the decay time
scale, τ , obtained from the fit of an exponential function
to the flux during the cooling phase of the burst. We di-
vided the bursts in two groups, based on the hard colour of
the persistent emission at the time of the burst: HC > 1.05
and HC < 1.05. The statistical analysis of both subsamples
shows that both populations are indistinguishable through
these parameters.

3.3 Flux-temperature relation during the cooling

phase

In Figure 4 we explore the relation between the bolometric
flux, F , and the blackbody temperature, kTbb, during the
cooling phase of all the busts. The diagonal lines in the plot
represent lines of constant radius, R = 4, 6 and 8 km, re-
spectively, assuming a distance d = 7.6 kpc to the source.
Besides the fact that the dispersion is high at low flux levels,
all bursts follow the same trend in this diagram (the spread
in the plot is consistent with the statistical errors of the flux
and temperature). Since the flux-temperature relation of all
bursts is consistent with being the same, we rebinned the
data sorted in flux into 25 points (we also rebinned sorting
the data in temperature, obtaining consistent results); we
show the result in Figure 5. From this plot it is apparent that
the cooling phase of the X-ray bursts in 4U 1820–30 does
not follow the expected F ∝ (kTbb)

4 relation for an ideal
blackbody of constant emitting area. Fitting the data with
a single power law, F ∝ (kTbb)

ν , gives ν=4.93±0.03, but
the fit is not good, with χ2=527 for 23 degrees of freedom.
A broken power-law fits the data better (although formally
it is not a good fit), with χ2=41 for 21 degrees of freedom,
resulting in power-law indices before and after the break
ν1=2.1±0.2 and ν2=5.81±0.06, respectively, and a break at
kTbb=2.41±0.02 keV (see Figure 5).

We also studied the flux-temperature relation dividing
the bursts into two groups for HC >< 1.05, as in the pre-
vious subsection. After rebining both sets of data into 25
points, we plotted their respective cooling phases and con-
firmed that both curves are consistent within errors, which
lends support to the idea that the full sample of bursts in
4U 1820–30 is homogeneous.

4 DISCUSSION

We present, for the first time, a homogeneous analysis of the
cooling phase of all the thermonuclear X-ray bursts detected
with RXTE in the ultracompact LMXB 4U 1820–30. The
sample contains 16 PRE bursts with a duration of 20−30 s,
all of them detected when the source was in the hard state
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Figure 3. The X-ray burst in 4U 1820–30 detected in ObsID
96090-01-01-00G. The panels from top to bottom correspond to
the Standard-1 mode (0.125-s time-resolution) X-ray light-curve
(starting 1 s before the burst detection), the blackbody tempera-
ture, kTbb, normalization, Nbb, bolometric flux, F , and reduced
χ2 for 25 degrees of freedom of the best-fitting of the time-resolved
spectra (starting from the onset of the burst), with 1-σ error-bars.
The vertical dotted line indicates the touchdown point, which de-
fines the starting of the cooling phase of the PRE burst.

finally it decays exponentially until the persistent count rate
is recovered in 15–25 s. In the next four panels we present
the evolution of the best-fitting parameters kTbb and Nbb,
the bolometric flux derived from the blackbody model and
the reduced χ2 residuals of the best-fitting model for 25
degrees of freedom, respectively. During the spectral fitting,
we considered three different values for the hydrogen column
density, following Costantini et al. (2012) and Güver et al.
(2010): NH = 0.13, 0.25 and 0.38×1022 cm−2. The best-
fitting spectral parameters obtained for these three column
densities are fully consistent with each other.

At the beginning of the burst the blackbody temper-
ature, kTbb, starts at ∼3 keV and decreases rapidly, while
the blackbody normalization, Nbb, which is proportional to
the inferred emitting area, increases very fast. Then, kTbb

starts to increase again as Nbb decreases, until the touch-
down point is reached. At this point, the Nbb is minimum
and the temperature is maximum. Thus, we define this time
as the start of the cooling phase. This common behaviour
seen in all bursts indicates that they are all PRE. The high
and narrow peak observed in the Standard-1 light curves at
the start of the burst (Keek 2012) is due to the fact that

the temperature decreases enough to move the Planckian
flux distribution to the soft band, outside the energy range
where the PCA is sensitive (Tawara, Hayakawa, & Kii 1984;
in’t Zand & Weinberg 2010).

In order to study the properties of the whole sample
of bursts, we analysed the behaviour of four parameters in-
ferred from the X-ray analysis with respect to the position
of the bursts in the CD. These parameters are: the temper-
ature, kTpeak, and flux, Fpeak, at the touchdown point, the
fluence, B, defined as the total energy per unit area emit-
ted during the burst, B =

∫

F (t)dt, and the decay time
scale, τ , obtained from the fit of an exponential function
to the flux during the cooling phase of the burst. We di-
vided the bursts in two groups, based on the hard colour of
the persistent emission at the time of the burst: HC > 1.05
and HC < 1.05. The statistical analysis of both subsamples
shows that both populations are indistinguishable through
these parameters.

3.3 Flux-temperature relation during the cooling

phase

In Figure 4 we explore the relation between the bolometric
flux, F , and the blackbody temperature, kTbb, during the
cooling phase of all the busts. The diagonal lines in the plot
represent lines of constant radius, R = 4, 6 and 8 km, re-
spectively, assuming a distance d = 7.6 kpc to the source.
Besides the fact that the dispersion is high at low flux levels,
all bursts follow the same trend in this diagram (the spread
in the plot is consistent with the statistical errors of the flux
and temperature). Since the flux-temperature relation of all
bursts is consistent with being the same, we rebinned the
data sorted in flux into 25 points (we also rebinned sorting
the data in temperature, obtaining consistent results); we
show the result in Figure 5. From this plot it is apparent that
the cooling phase of the X-ray bursts in 4U 1820–30 does
not follow the expected F ∝ (kTbb)

4 relation for an ideal
blackbody of constant emitting area. Fitting the data with
a single power law, F ∝ (kTbb)

ν , gives ν=4.93±0.03, but
the fit is not good, with χ2=527 for 23 degrees of freedom.
A broken power-law fits the data better (although formally
it is not a good fit), with χ2=41 for 21 degrees of freedom,
resulting in power-law indices before and after the break
ν1=2.1±0.2 and ν2=5.81±0.06, respectively, and a break at
kTbb=2.41±0.02 keV (see Figure 5).

We also studied the flux-temperature relation dividing
the bursts into two groups for HC >< 1.05, as in the pre-
vious subsection. After rebining both sets of data into 25
points, we plotted their respective cooling phases and con-
firmed that both curves are consistent within errors, which
lends support to the idea that the full sample of bursts in
4U 1820–30 is homogeneous.

4 DISCUSSION

We present, for the first time, a homogeneous analysis of the
cooling phase of all the thermonuclear X-ray bursts detected
with RXTE in the ultracompact LMXB 4U 1820–30. The
sample contains 16 PRE bursts with a duration of 20−30 s,
all of them detected when the source was in the hard state
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These are the best-fitting parameters to the spectra:

These (the green points in this plot) are 
(finally!) the data:
A. True
B. False



These are observed fluxes corrected by the 
sensitivity of the instrument as a function of energy

These (the green points in this plot) are 
(finally!) the data:
A. True
B.



This is the observed flux, without correction

The green points are (finally, finally!) the data:
A. True
B. False



This is the observed flux, without correction

The green points are (finally, finally!) the data:
A. True
B.



Detector response to incident quasi-monochromatic photons with 
E ~ 8.03 keV

We do not measure the flux; we count photons, and must 
deduce their energy from instrumental calibration



Are these (finally, finally, finally!) the data?

We do not measure the flux; we count photons, and must 
deduce their energy from instrumental calibration



• It is also a good rule not to put overmuch 
confidence in the observational results that 
are put forward until they are confirmed by 
theory. (Sir Arthur Eddington)

• Nobody believes a model, except the one who 
made it. Everyone believes an observation, 
except the one who made it. (Albert Einstein)



And now, to the point
of these lectures…



Probability: Definitions
X, Y, Z = sets of events (either discrete or continuous)

~X, ~Y, ~Z = complement of the same sets of events (negation)

P (X) = Probability of X (Probability Distribution Function, PDF, of X) 

P (X|Y) = Probability of X given Y (Conditional probability)

Z = X or Y = set of events that belong to X, Y, or both (Union)

Z = X and Y = set of events that belong both to X and Y (Intersection)

with P (false) = 0 and P (true) = 1, defining certainty.



Probability: Rules

P (~X) = 1 – P (X)

P (X and Y) = P (X,Y) = P (X | Y) P (Y)

If X and Y are independent ) P (X | Y) = P (X)
P (X,Y) = P (X) P (Y)

P (X or Y) = P (X) + P (Y) – P (X,Y)

If X and Y are mutually exclusive ) P (X,Y) = 0.



Probability: Bayes theorem
P (X,Y) = P (Y,X)) P (X | Y) P (Y) = P (Y | X) P (X)

While this is an innocent-looking formula, it is the source of heated 
debates in science.

The importance of this theorem comes from the interpretation given 
to this formula. 

E.g., if we call X = model, Y = data.



Probability: Bayes theorem
P (X | Y) P (Y) = P (Y | X) P (X)

X = model; Y = data

P (Y | X) is the probability of the data given the model = Likelihood

P (X | Y) is the probability of the model given the data = Posterior

P (X) is the probability of the model before the experiment = Prior

P (Y) is a normalization, such that sP (X | Y) dX =  1 = Evidence



Probability
This is a conceptual revolution. For “Bayesians”, a probability 
represents a degree-of-belief or plausibility: how much one thinks 
that something (e.g., a model) is true, based on the evidence (i.e., 
data) at hand. 

To the 19th century mathematicians this seemed too vague and 
subjective an idea to be the basis of a rigorous mathematical theory. 
So they redefined probability as the long-run relative frequency with 
which an event occurred, given infinitely many (hypothetically) 
repeated (experimental) trials. Since frequencies can be measured, 
probability could then be seen as an objective tool for dealing with 
random phenomena. This is the so-called “Frequentist” approach.



Probability
Bayesian theorem is more profound than just a mathematical formula, 
since it provides a way to describe the way we reason.

1. We have a belief about something (=Prior).
2. We carry out an experiment to test our belief (=Likelihood).
3. We adjust our belief based on the result of the experiment 

(=Posterior).
Bayes theorem tells us how to do this.

4. Our new belief becomes the new Prior, and we go back to 1.

P (model | data)/ P (data | model)£ Prior



Probability
Probabilities are always conditional

Probability that it rains today ! given that we are in Mohali
! given that it is (almost) spring
! given that it is cloudy
! given that …

Probability to get a 6 in die ! given that the die is fair
! given that the thrower is fair
! given that the table’s surface is …

Probability to have N photons with energies between E1 and E2

! given that the source is blackbody
! given that I use XMM-Newton …



Poisson and Gauss
Two very important Probability Distribution Functions (PDF):

Poissonian distribution (x is a discrete variable):

Mean =

Variance =

P (x) =
µx

x!
e�µ

Z
(x� µ)2P (x)dx = µ

Z
xP (x)dx = µ



Poisson distribution

µ = 1

µ = 4

µ = 10



Poisson and Gauss
Two very important Probability Distribution Functions (PDF):

Gaussian distribution (x is a continuous variable):

Mean =  

Variance = 

P (x) =
1p
2⇡�

e�
1
2

(x�µ)2

�2

Z
(x� µ)2P (x)dx = �2

Z
xP (x)dx = µ



Probability
We always measure random variables, regardless how accurate our 
instrument is. 

E.g., suppose we count photons from a source that emits a constant 
photon flux, collected by an instrument within a small time interval ¢t
and a small energy interval ¢E. (We will ignore the effect of the 
precision with which we can measure ¢t and ¢E.) Since the emission 
of a photon at the source is independent of whether another photon 
was already emitted, the emission process is Poissonian.

If we repeat the measurement many times, we will not (necessarily) 
count the same number of photons each time. What is then the “true” 
photon flux of the source?



Maximum Likelihood
Let us look at the problem of counting photons from the probabilistic 
point of view.

Suppose that we have a set of N measurements of the number of 
photons, {ni}, i=1,2,…, N, counted within time intervals ¢t. If the 
distribution of ni is Poissonian, the probability of measuring ni

photons in interval i given that the source emits µ (µ is unknown!!) 
photons is:

P (ni|µ) =
µni

ni!
e�µ



Maximum Likelihood
The probability of getting this set of N observations {ni}, given that 
the source emits µ photons, if the individual measurements are 
independent, is (remember the “and” rule of probabilities):

This is called the Likelihood. (It is the likelihood of getting the 
observed dataset given the model.)

The Principle of Maximum Likelihood (ML) states that the most likely 
outcome of an experiment is the one that maximizes L.

It is equivalent (and it is usually easier) to maximize log L.

L = P ({ni}|µ) =
NY

i=1

P (ni|µ) =
NY

i=1

µni

ni!
e�µ



Maximum Likelihood

And find µ that maximizes log L:

Which yields the well-known result:

that the average is the ML estimate of the mean. 

logL =
NX

i=1

[�µ+ ni logµ� log (ni!)]

d logL/dµ =
NX

i=1

[�1 + ni/µ] = 0

µ =
1

N

NX

i=1

ni = n̄i



Probability
We always measure random variables, regardless how accurate our 
instrument is. Our measurements will always have an associated error.

Therefore, when we fit a model to these data, the parameters of the 
model will also be random variables.
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Figure 6. Average colour-correction factor, fc, as a function
of luminosity in Eddington units for the 16 X-ray bursts in
4U 1820–30. The points correspond to the whole sample of bursts
in 25 bins, using the data in Figure 5 and eq. (1). Dashed lines
correspond to models of fc for three different chemical compo-
sitions of the neutron-star atmosphere (Suleimanov et al. 2011),
indicated in the legend.

obtained colour-correction factor from the spectral param-
eters, assuming R = 14 km, z = 0.19 and d = 7.6 kpc. To
estimate the luminosity in Eddington units we assumed that
the flux reaches the Eddington limit at the touchdown point
in each burst, and further that the emission is isotropic.
Hence, we average the peak flux of the 16 bursts, obtaining
FEdd = 6× 10−8 erg cm−2 s−1. In the plot we also show the
theoretical models of fc from Suleimanov et al. (2011) that
correspond to atmospheres with three different chemical
compositions: pure hydrogen, solar abundance and pure he-
lium, respectively. Starting at near-Eddington luminosities,
as the flux decreases, the inferred fc slightly decreases until
it reaches a minimum value fc ∼1.4 close to L/LEdd = 0.6.
After that, the inferred colour-correction factor starts to in-
crease again, doing so even faster for L/LEdd < 0.2, in the
cooling tail of the bursts, close to the level of the persis-
tent emission, where the errors in the fitted spectral param-
eters become important and the models are less accurate.
Besides the fact that the models do not fit the data well,
our results are incompatible with the presence of metals in
the atmosphere, also favouring a He-rich composition, which
agrees with the chemical composition of the accreting ma-
terial (Rappaport et al. 1987) deduced from the properties
of the white-dwarf companion. Moreover, the shape of fc
in this plot is similar o that ofthe hard non-PRE bursts in
4U 1636–53 (Zhang et al. 2011).

We note also that the distribution of kTbb at constant
bolometric flux levels broadens close to the tail of the bursts
(Figure 4). This could be due to differences in the underlying
emission coming from the NS surface. This emission can be
due to persistent accretion playing an important role when
the bursts stop, or to the burning of a small residual frac-
tion of hydrogen, not fully burned before touchdown, during
the tail of the bursts. Hydrogen burning is slower than he-
lium burning because the β-decay within the nuclear chain
is driven by the weak force, thus having a longer time-scale
than the triple-α process. The possibility that this source of
heat operates during the cooling phase of the X-ray bursts

(Cumming 2003), could explain the power-law index larger
than four that best-fits the relation between the flux and
the blackbody temperature.
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Parameter estimation
Suppose our data is a set {yi}, i = 1,…, N, that represent the spectrum  
of a source, i.e. the number of photons, yi, as a function of energy, Ei. 

What is the probability of getting this spectrum (data) given an 
assumed model, P (data | model)?

As in the Poisson example, we need to know the PDF of the data given 
the model. Let us assume that at each energy the data are random 
variables from a Gaussian PDF around the model with errors ¾i. 

In other words, at each Ei, the data are a random realization of a model 
y(Ei ; a), with parameters a (a is a vector of M elements a1, a2 … aM).
The likelihood of the data given the model is:



Maximizing L with respect to a is equivalent to minimizing

If the errors are Gaussian (and only then!!!) Maximum Likelihood is 
equivalent to minimum χ2.

Parameter estimation
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In reality, the X-ray spectral data are Poissonian (counting photons in 
energy bins). The χ2 procedure is therefore not applicable.

However, if µ is large the Poisson PDF tends to the Gaussian PDF. This 
is the case when the source is bright and one has many counts per bin.

A common practice is to rebin the data (add together M consecutive 
energy bins) if the source is weak, to approach the Gaussian regime. 
This has the disadvantage of losing spectral resolution (narrow 
emission/absorption lines are diluted in the continuum).

ML does not require rebinning, since it does not assume Gaussian PDF

Parameter estimation



A note on spectral binning
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(Kaastra & Bleeker, 2016, A&A, 587, 151)

Optimal bin size for data binning as a function of 
the number of counts per resolution element



The χ2 procedure has the advantage that it not only provides the best-
fitting parameters, but it also provides the goodness of the fit.

The reason is that the quantity χ2 follows a chi-square distribution with 
n = N –M degrees of freedom. 

Parameter estimation



Parameter estimation

n = number of degrees of freedom



The χ2 procedure has the advantage that it not only provides the best-
fitting parameters, but it also provides the goodness of the fit.

The reason is that the quantity χ2 follows a chi-square distribution with 
N –M degrees of freedom.

The expected value of the chi-square distribution is N –M, and the 
variance is 2 (N –M).

Parameter estimation



The likelihood gives the probability of getting the data given a model. 
But this is not what we want. We want the probability of a model 
given the data we have. Recalling Bayes theorem, the posterior is:

P [y(Ei;a)|{yi)] / L [{yi} | y(Ei;a)] £ P [y(Ei;a)]

which is what we in reality have to maximize.

If we do not have any a priori information about the model (the 
parameters of the model), we can choose a uniform prior over a large 
enough range such that the relevant part of the likelihood is well 
within the range of the prior, and hence the posterior is simply 
proportional to the likelihood.

Parameter estimation
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80 Model selection

prob(λ|B , I ) =
1

λmax − λmin
for λmin ! λ ! λmax , (4.4)

and zero otherwise. Let us also take it that there is a value λo which yields the closest
agreement with the measurements; the corresponding probability prob(D |λo, B , I )
will be the maximum of B’s likelihood function. As long as this adjustable parameter
lies in the neighbourhood of the optimal value, λo ± δλ, we would expect a reasonable
fit to the data; this can be represented by the Gaussian pdf

prob(D |λ, B , I ) = prob(D |λo, B , I ) × exp

[

− (λ−λo)
2

2 δλ2

]

. (4.5)

The assignments of eqns (4.4) and (4.5) are illustrated in Fig. 4.1. We may note that,
unlike the prior pdf prob(λ|B , I ), B’s likelihood function need not be normalized with
respect to λ ; in other words, prob(D |λo, B , I ) need not equal 1/

(

δλ
√

2 π
)

. This is
because the λ in prob(D |λ, B , I ) appears in the conditioning statement, whereas the
normalization requirement applies to quantities to the left of the ‘ | ’ symbol.
In the evaluation of prob(D |B , I ), we can make use of the fact that the prior of eqn

(4.4) does not depend explicitly on λ; this enables us to take prob(λ|B , I ) outside the
integral in eqn (4.3):

prob(D |B , I ) =
1

λmax − λmin

λmax
∫

λmin

prob(D |λ, B , I ) dλ , (4.6)

having set the limits according to the specified range. Assuming that the sharp cut-offs
at λmin and λmax do not cause a significant truncation of the Gaussian pdf in eqn (4.5),
its integral will be equal to δλ

√
2 π times prob(D |λo, B , I ). The troublesome term

then reduces to

Fig. 4.1 A schematic representation of the prior pdf (dashed line) and the likelihood function
(solid line) for the parameter λ in Mr B’s theory.



The posterior probability is all we need. From the posterior we can in 
principle find the best-fitting value of the parameters, and also the 
confidence range. The confidence range is the smallest interval of the 
posterior around the maximum that contains a given fraction (e.g., 
68% or 90%) of the posterior.

Confidence range

Reliabilities: best estimates, error-bars and confidence intervals 25

Fig. 2.5 The shortest 95% confidence interval, shown by the shaded region.

complete picture of the reliability analysis; by doing so, however, we are merely recon-
structing the posterior pdf!
When dealing with a highly asymmetric posterior pdf, the question of what we mean

by the ‘best’ estimate is rather open-ended. The maximum still indicates the single most
probable value for the parameter of interest, but themean, or expectation, can be thought
of as being more representative as it takes into account the skewness of the pdf. For a
normalized posterior, this weighted average ⟨X ⟩ is given by

⟨X ⟩ =

∫

X prob(X |{data}, I) dX , (2.22)

and is sometimes denoted by E(X) or X (the latter not to be confused with ‘not X’);
as usual, the integral is replaced by a sum when X can only take discrete values. If
the posterior pdf has not been normalized then, of course, the right-hand side must
be divided by

∫

prob(X |{data}, I) dX . For the case of the pdf shown in Fig. 2.5,
the mean lies slightly to the left of Xo. If the posterior pdf is symmetric about the
maximum, as in the Gaussian distribution, then the mean and the maximum become
coincident (⟨X⟩=Xo).

2.2.3 Multimodal posterior pdfs
So far, we have only considered posterior pdfs which have a single maximum. Depend-
ing on the nature of the experimental data to be analysed, we can sometimes obtain
posteriors which are multimodal; this is depicted schematically in Fig. 2.6. There is no
difficulty when one of the maxima is very much larger than the others: we can sim-
ply ignore the subsidiary solutions, to a good approximation, and concentrate on the
global maximum. The problem arises when there are several maxima of comparable
magnitude. What do we now mean by a best estimate, and how should we quantify its
reliability?
Well, to a large extent, the difficulty is of our own making. The posterior pdf gives

a complete description of what we can infer about the value of the parameter in the
light of the data, and our relevant prior knowledge. The idea of a best estimate and an
error-bar, or even a confidence interval, is merely an attempt to summarize the posterior
with just two or three numbers; sometimes this just can’t be done, and so these concepts



It is more common, however, to give the best-fitting value and the 
error (to a certain confidence level) of that best-fitting value. If the 
posterior PDF is asymmetric, it is customary to give separately the 
positive and negative errors.
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Fig. 2.5 The shortest 95% confidence interval, shown by the shaded region.
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The posterior probability may be multi-peaked, with several of the 
peaks being more or less equally high (probable). This brings up the 
problem of how to quote the best-fitting value and the error (notice 
that the posterior PDF provides the right information!).

Confidence range
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Fig. 2.6 A multimodal posterior pdf. Since its shape cannot be summarized by just a couple of
numbers, the concept of a best estimate and an error-bar is inappropriate.

are not valid. The posterior pdf still exists, and we are free to draw from it whatever
conclusions are appropriate.
Consider the special case of a multimodal distribution having two (roughly) equal-

sized probability bumps; such a bimodal pdf is seen in Fig. 2.6, if the structure to the
right of X= 20 is ignored. This posterior conveys the message that the value of X is
either −10 , give or take a little bit, or about +10 ; we could write it as: ‘X =−10 ± 2
or X = +10 ± 2’. Since the mean of the posterior pdf is still unique, it is sometimes
suggested that this should be used as a (single) best estimate. The problem with that
argument is that the expectation ⟨X ⟩ ≈ 0 , a value which the posterior pdf indicates is
very improbable! Even if we turned a blind eye to this difficulty, and used the mean
as the best estimate, we would have to assign a sizeable error-bar to encompass the
most probable values of X ; this would again be somewhat misleading, as it is not a
good reflection of the information inherent in the posterior pdf. For the bimodal case
we can characterize the posterior in terms of a few numbers: two best estimates and
their associated error-bars, or disjoint confidence intervals. For a general multimodal
pdf, the most honest thing we can do is just display the posterior itself.

2.3 Example 2: Gaussian noise and averages
For our second example, let us consider the problem of estimating the mean of a Gaus-
sian process. The normal distribution, which was defined in eqn (2.14), and plotted in
Fig. 2.3, is often used as a theoretical model for describing the noise (or imperfections)
associated with experimental data. We leave its formal derivation with maximum en-
tropy to Chapter 5, but note that its use is traditionally justified by appealing to the
central limit theorem. For our present purposes, we need merely say that the probability
of the kth datum having a value xk is given by

prob(xk|µ, σ) =
1

σ
√

2π
exp

[

− (xk−µ)2

2 σ2

]

, (2.23)

where µ is the true value of the parameter of interest, and σ is a measure of the error
in its measurement. Given a set of data {xk}, what is the best estimate of µ and how



In this case, should one report X = 0 ± 10? Notice that X = 0 has zero 
probability according to the posterior PDF! 

Either give the full PDF, or report “X = –10 ± 1 or X = 10 ± 1”
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If you decide to minimize the χ2, consider the following:

You have to find a model and parameters that make χ2 approximately 
equal to the number of degrees of freedom, n (reduced χ2 ¼ 1, where 
reduced χ2 is χ2/n).

Against your intuition, a fit that yields a χ2 close to 0 is worse than a fit 
with χ2 ¼ 1.

Do not try and keep adding parameters to reach χ2 = 0 !!!!

Â2 – fit: Watch-out notes
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Given the data, yi, and the model at the same energy channels as the 
data, y (Ei;a), we want to minimize:

where ¾i = y (Ei;a)1/2 (expected error).

However, since we neither know the model (that is what we are 
after) nor yet fitted the data, we do not know what is the expected 
value, y (Ei;a), and hence we cannot calculate the expected error.

One normally takes the observed error, ¾i,observed = yi1/2, as a proxy to 
the expected error.
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Notice that this error is “biased” (it is not a proper representation of 
the true error). 

For instance, if one channel happens to have fewer photons than 
expected, the error will also be smaller than expected, and that 
channel will have a strong influence in the value of χ2. In the 
extreme, if a channel has 0 counts, χ2 goes to infinity!

Xspec offers a few solutions (see command “weight”). 

Â2 – fit: Watch-out notes
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Once you have fitted your model, you want to know whether there is 
another model that would fit the data better.

For instance, what if I add a line to my model? Does the fit improve? 
Is the line significant? Should I add another line to improve the fit? 
When should I stop?

Or I fitted a power law to my spectrum. Do I get a better fit if I 
include a high-energy cut off?

This is a very common problem in science, and it is one that has been 
explored a lot. One can approach this from the Bayesian point of 
view, and compare the posteriors of the two models, but a 
quantitative assessment of the improvement is still missing, and is a 
topic of continuous studies.

Hypothesis testing
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Under some circumstances, there is a ”frequentist” approach, the so-
called F-test (developed by Fisher) that helps answer some of these 
questions.

Adding new parameters to the model (hopefully!) improves the fit at 
the expense of reducing the number of degrees of freedom 
(remember that number of degrees of freedom is the number of 
data points minus the number of parameters).

The idea is to compare the χ2 and the number of degrees of freedom 
of the two fits, e.g. one with and the other without the line.
A combination of these 4 numbers follows a specific distribution, the 
F distribution for n1 and n2 degrees of freedom, where n1 and n2 are, 
respectively, the number of degrees of freedom of each fit.

Hypothesis testing
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Xspec has a command called “ftest” that gives you the probability 
that the improvement in the fit happened only by chance.

If the probability is low, one can conclude that it is unlikely (but never 
certain!) that the improvement is not significant or, in other words, it 
is quite likely that the addition of the extra parameters improves the 
fit significantly.

Bear in mind that two conditions must be met in order to be able to 
apply the F-test (see Protassov et al. 2002 ApJ 571, 545):

(1) The models should be nested.

(2) The new model should not be equal to the old model at an 
extreme value of one of the parameters.

Hypothesis testing
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(1) The new model becomes the old for some value of one of the 
parameters. For example:

y1(x) = a + b x

y2(x) = a + b x + c x2

are nested because y2(x) becomes y1(x) for c = 0.

y1(x) = blackbody

y2(x) = powerlaw

are not; you cannot convert a power law into a blackbody for any 
value of the power-law normalization or power-law index.

Hypothesis testing
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(2) The new model must not become the old one at an extreme value 
of one parameter. For example:
y1(x) = a + b x

y2(x) = a + b x + c x2

is okay if c can be either positive or negative because c=0 is not an 
extreme value of c, but:

y1(x) = powerlaw

y2(x) = powerlaw + A £ gaussian

is not okay if this is an emission line (A ≥ 0), since y2(x) becomes 
y1(x) for the extreme value A = 0.

Hypothesis testing
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If your case does not satisfy (1) and (2), you cannot be sure that the 
F-test gives you the right probability (it may, but it may not).

In that case you should use Montecarlo simulations.

Hypothesis testing
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Now, fit and enjoy!
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Figure 6. Average colour-correction factor, fc, as a function
of luminosity in Eddington units for the 16 X-ray bursts in
4U 1820–30. The points correspond to the whole sample of bursts
in 25 bins, using the data in Figure 5 and eq. (1). Dashed lines
correspond to models of fc for three different chemical compo-
sitions of the neutron-star atmosphere (Suleimanov et al. 2011),
indicated in the legend.

obtained colour-correction factor from the spectral param-
eters, assuming R = 14 km, z = 0.19 and d = 7.6 kpc. To
estimate the luminosity in Eddington units we assumed that
the flux reaches the Eddington limit at the touchdown point
in each burst, and further that the emission is isotropic.
Hence, we average the peak flux of the 16 bursts, obtaining
FEdd = 6× 10−8 erg cm−2 s−1. In the plot we also show the
theoretical models of fc from Suleimanov et al. (2011) that
correspond to atmospheres with three different chemical
compositions: pure hydrogen, solar abundance and pure he-
lium, respectively. Starting at near-Eddington luminosities,
as the flux decreases, the inferred fc slightly decreases until
it reaches a minimum value fc ∼1.4 close to L/LEdd = 0.6.
After that, the inferred colour-correction factor starts to in-
crease again, doing so even faster for L/LEdd < 0.2, in the
cooling tail of the bursts, close to the level of the persis-
tent emission, where the errors in the fitted spectral param-
eters become important and the models are less accurate.
Besides the fact that the models do not fit the data well,
our results are incompatible with the presence of metals in
the atmosphere, also favouring a He-rich composition, which
agrees with the chemical composition of the accreting ma-
terial (Rappaport et al. 1987) deduced from the properties
of the white-dwarf companion. Moreover, the shape of fc
in this plot is similar o that ofthe hard non-PRE bursts in
4U 1636–53 (Zhang et al. 2011).

We note also that the distribution of kTbb at constant
bolometric flux levels broadens close to the tail of the bursts
(Figure 4). This could be due to differences in the underlying
emission coming from the NS surface. This emission can be
due to persistent accretion playing an important role when
the bursts stop, or to the burning of a small residual frac-
tion of hydrogen, not fully burned before touchdown, during
the tail of the bursts. Hydrogen burning is slower than he-
lium burning because the β-decay within the nuclear chain
is driven by the weak force, thus having a longer time-scale
than the triple-α process. The possibility that this source of
heat operates during the cooling phase of the X-ray bursts

(Cumming 2003), could explain the power-law index larger
than four that best-fits the relation between the flux and
the blackbody temperature.
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6 F. Garćıa et al.

 1.3

 1.4

 1.5

 1.6

 1.7

 1.8

 1.9

 2

 2.1

 0  0.2  0.4  0.6  0.8  1

f c 
= 

T b
b 

/ T
ef

f

Lbb / LEdd

pure H
solar abundance

pure He

Figure 6. Average colour-correction factor, fc, as a function
of luminosity in Eddington units for the 16 X-ray bursts in
4U 1820–30. The points correspond to the whole sample of bursts
in 25 bins, using the data in Figure 5 and eq. (1). Dashed lines
correspond to models of fc for three different chemical compo-
sitions of the neutron-star atmosphere (Suleimanov et al. 2011),
indicated in the legend.

obtained colour-correction factor from the spectral param-
eters, assuming R = 14 km, z = 0.19 and d = 7.6 kpc. To
estimate the luminosity in Eddington units we assumed that
the flux reaches the Eddington limit at the touchdown point
in each burst, and further that the emission is isotropic.
Hence, we average the peak flux of the 16 bursts, obtaining
FEdd = 6× 10−8 erg cm−2 s−1. In the plot we also show the
theoretical models of fc from Suleimanov et al. (2011) that
correspond to atmospheres with three different chemical
compositions: pure hydrogen, solar abundance and pure he-
lium, respectively. Starting at near-Eddington luminosities,
as the flux decreases, the inferred fc slightly decreases until
it reaches a minimum value fc ∼1.4 close to L/LEdd = 0.6.
After that, the inferred colour-correction factor starts to in-
crease again, doing so even faster for L/LEdd < 0.2, in the
cooling tail of the bursts, close to the level of the persis-
tent emission, where the errors in the fitted spectral param-
eters become important and the models are less accurate.
Besides the fact that the models do not fit the data well,
our results are incompatible with the presence of metals in
the atmosphere, also favouring a He-rich composition, which
agrees with the chemical composition of the accreting ma-
terial (Rappaport et al. 1987) deduced from the properties
of the white-dwarf companion. Moreover, the shape of fc
in this plot is similar o that ofthe hard non-PRE bursts in
4U 1636–53 (Zhang et al. 2011).

We note also that the distribution of kTbb at constant
bolometric flux levels broadens close to the tail of the bursts
(Figure 4). This could be due to differences in the underlying
emission coming from the NS surface. This emission can be
due to persistent accretion playing an important role when
the bursts stop, or to the burning of a small residual frac-
tion of hydrogen, not fully burned before touchdown, during
the tail of the bursts. Hydrogen burning is slower than he-
lium burning because the β-decay within the nuclear chain
is driven by the weak force, thus having a longer time-scale
than the triple-α process. The possibility that this source of
heat operates during the cooling phase of the X-ray bursts

(Cumming 2003), could explain the power-law index larger
than four that best-fits the relation between the flux and
the blackbody temperature.
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Güver T., Wroblewski P., Camarota L., Özel F., 2010, ApJ,
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of luminosity in Eddington units for the 16 X-ray bursts in
4U 1820–30. The points correspond to the whole sample of bursts
in 25 bins, using the data in Figure 5 and eq. (1). Dashed lines
correspond to models of fc for three different chemical compo-
sitions of the neutron-star atmosphere (Suleimanov et al. 2011),
indicated in the legend.

obtained colour-correction factor from the spectral param-
eters, assuming R = 14 km, z = 0.19 and d = 7.6 kpc. To
estimate the luminosity in Eddington units we assumed that
the flux reaches the Eddington limit at the touchdown point
in each burst, and further that the emission is isotropic.
Hence, we average the peak flux of the 16 bursts, obtaining
FEdd = 6× 10−8 erg cm−2 s−1. In the plot we also show the
theoretical models of fc from Suleimanov et al. (2011) that
correspond to atmospheres with three different chemical
compositions: pure hydrogen, solar abundance and pure he-
lium, respectively. Starting at near-Eddington luminosities,
as the flux decreases, the inferred fc slightly decreases until
it reaches a minimum value fc ∼1.4 close to L/LEdd = 0.6.
After that, the inferred colour-correction factor starts to in-
crease again, doing so even faster for L/LEdd < 0.2, in the
cooling tail of the bursts, close to the level of the persis-
tent emission, where the errors in the fitted spectral param-
eters become important and the models are less accurate.
Besides the fact that the models do not fit the data well,
our results are incompatible with the presence of metals in
the atmosphere, also favouring a He-rich composition, which
agrees with the chemical composition of the accreting ma-
terial (Rappaport et al. 1987) deduced from the properties
of the white-dwarf companion. Moreover, the shape of fc
in this plot is similar o that ofthe hard non-PRE bursts in
4U 1636–53 (Zhang et al. 2011).

We note also that the distribution of kTbb at constant
bolometric flux levels broadens close to the tail of the bursts
(Figure 4). This could be due to differences in the underlying
emission coming from the NS surface. This emission can be
due to persistent accretion playing an important role when
the bursts stop, or to the burning of a small residual frac-
tion of hydrogen, not fully burned before touchdown, during
the tail of the bursts. Hydrogen burning is slower than he-
lium burning because the β-decay within the nuclear chain
is driven by the weak force, thus having a longer time-scale
than the triple-α process. The possibility that this source of
heat operates during the cooling phase of the X-ray bursts

(Cumming 2003), could explain the power-law index larger
than four that best-fits the relation between the flux and
the blackbody temperature.
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Figure 6. Average colour-correction factor, fc, as a function
of luminosity in Eddington units for the 16 X-ray bursts in
4U 1820–30. The points correspond to the whole sample of bursts
in 25 bins, using the data in Figure 5 and eq. (1). Dashed lines
correspond to models of fc for three different chemical compo-
sitions of the neutron-star atmosphere (Suleimanov et al. 2011),
indicated in the legend.

obtained colour-correction factor from the spectral param-
eters, assuming R = 14 km, z = 0.19 and d = 7.6 kpc. To
estimate the luminosity in Eddington units we assumed that
the flux reaches the Eddington limit at the touchdown point
in each burst, and further that the emission is isotropic.
Hence, we average the peak flux of the 16 bursts, obtaining
FEdd = 6× 10−8 erg cm−2 s−1. In the plot we also show the
theoretical models of fc from Suleimanov et al. (2011) that
correspond to atmospheres with three different chemical
compositions: pure hydrogen, solar abundance and pure he-
lium, respectively. Starting at near-Eddington luminosities,
as the flux decreases, the inferred fc slightly decreases until
it reaches a minimum value fc ∼1.4 close to L/LEdd = 0.6.
After that, the inferred colour-correction factor starts to in-
crease again, doing so even faster for L/LEdd < 0.2, in the
cooling tail of the bursts, close to the level of the persis-
tent emission, where the errors in the fitted spectral param-
eters become important and the models are less accurate.
Besides the fact that the models do not fit the data well,
our results are incompatible with the presence of metals in
the atmosphere, also favouring a He-rich composition, which
agrees with the chemical composition of the accreting ma-
terial (Rappaport et al. 1987) deduced from the properties
of the white-dwarf companion. Moreover, the shape of fc
in this plot is similar o that ofthe hard non-PRE bursts in
4U 1636–53 (Zhang et al. 2011).

We note also that the distribution of kTbb at constant
bolometric flux levels broadens close to the tail of the bursts
(Figure 4). This could be due to differences in the underlying
emission coming from the NS surface. This emission can be
due to persistent accretion playing an important role when
the bursts stop, or to the burning of a small residual frac-
tion of hydrogen, not fully burned before touchdown, during
the tail of the bursts. Hydrogen burning is slower than he-
lium burning because the β-decay within the nuclear chain
is driven by the weak force, thus having a longer time-scale
than the triple-α process. The possibility that this source of
heat operates during the cooling phase of the X-ray bursts

(Cumming 2003), could explain the power-law index larger
than four that best-fits the relation between the flux and
the blackbody temperature.
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Güver T., Wroblewski P., Camarota L., Özel F., 2010, ApJ,
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of luminosity in Eddington units for the 16 X-ray bursts in
4U 1820–30. The points correspond to the whole sample of bursts
in 25 bins, using the data in Figure 5 and eq. (1). Dashed lines
correspond to models of fc for three different chemical compo-
sitions of the neutron-star atmosphere (Suleimanov et al. 2011),
indicated in the legend.

obtained colour-correction factor from the spectral param-
eters, assuming R = 14 km, z = 0.19 and d = 7.6 kpc. To
estimate the luminosity in Eddington units we assumed that
the flux reaches the Eddington limit at the touchdown point
in each burst, and further that the emission is isotropic.
Hence, we average the peak flux of the 16 bursts, obtaining
FEdd = 6× 10−8 erg cm−2 s−1. In the plot we also show the
theoretical models of fc from Suleimanov et al. (2011) that
correspond to atmospheres with three different chemical
compositions: pure hydrogen, solar abundance and pure he-
lium, respectively. Starting at near-Eddington luminosities,
as the flux decreases, the inferred fc slightly decreases until
it reaches a minimum value fc ∼1.4 close to L/LEdd = 0.6.
After that, the inferred colour-correction factor starts to in-
crease again, doing so even faster for L/LEdd < 0.2, in the
cooling tail of the bursts, close to the level of the persis-
tent emission, where the errors in the fitted spectral param-
eters become important and the models are less accurate.
Besides the fact that the models do not fit the data well,
our results are incompatible with the presence of metals in
the atmosphere, also favouring a He-rich composition, which
agrees with the chemical composition of the accreting ma-
terial (Rappaport et al. 1987) deduced from the properties
of the white-dwarf companion. Moreover, the shape of fc
in this plot is similar o that ofthe hard non-PRE bursts in
4U 1636–53 (Zhang et al. 2011).

We note also that the distribution of kTbb at constant
bolometric flux levels broadens close to the tail of the bursts
(Figure 4). This could be due to differences in the underlying
emission coming from the NS surface. This emission can be
due to persistent accretion playing an important role when
the bursts stop, or to the burning of a small residual frac-
tion of hydrogen, not fully burned before touchdown, during
the tail of the bursts. Hydrogen burning is slower than he-
lium burning because the β-decay within the nuclear chain
is driven by the weak force, thus having a longer time-scale
than the triple-α process. The possibility that this source of
heat operates during the cooling phase of the X-ray bursts

(Cumming 2003), could explain the power-law index larger
than four that best-fits the relation between the flux and
the blackbody temperature.
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R = 14 km, d = 7.6 Kpc, z = 0.19, 
and F and kTbb from plots like 
this:
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Figure 3. The X-ray burst in 4U 1820–30 detected in ObsID
96090-01-01-00G. The panels from top to bottom correspond to
the Standard-1 mode (0.125-s time-resolution) X-ray light-curve
(starting 1 s before the burst detection), the blackbody tempera-
ture, kTbb, normalization, Nbb, bolometric flux, F , and reduced
χ2 for 25 degrees of freedom of the best-fitting of the time-resolved
spectra (starting from the onset of the burst), with 1-σ error-bars.
The vertical dotted line indicates the touchdown point, which de-
fines the starting of the cooling phase of the PRE burst.

finally it decays exponentially until the persistent count rate
is recovered in 15–25 s. In the next four panels we present
the evolution of the best-fitting parameters kTbb and Nbb,
the bolometric flux derived from the blackbody model and
the reduced χ2 residuals of the best-fitting model for 25
degrees of freedom, respectively. During the spectral fitting,
we considered three different values for the hydrogen column
density, following Costantini et al. (2012) and Güver et al.
(2010): NH = 0.13, 0.25 and 0.38×1022 cm−2. The best-
fitting spectral parameters obtained for these three column
densities are fully consistent with each other.

At the beginning of the burst the blackbody temper-
ature, kTbb, starts at ∼3 keV and decreases rapidly, while
the blackbody normalization, Nbb, which is proportional to
the inferred emitting area, increases very fast. Then, kTbb

starts to increase again as Nbb decreases, until the touch-
down point is reached. At this point, the Nbb is minimum
and the temperature is maximum. Thus, we define this time
as the start of the cooling phase. This common behaviour
seen in all bursts indicates that they are all PRE. The high
and narrow peak observed in the Standard-1 light curves at
the start of the burst (Keek 2012) is due to the fact that

the temperature decreases enough to move the Planckian
flux distribution to the soft band, outside the energy range
where the PCA is sensitive (Tawara, Hayakawa, & Kii 1984;
in’t Zand & Weinberg 2010).

In order to study the properties of the whole sample
of bursts, we analysed the behaviour of four parameters in-
ferred from the X-ray analysis with respect to the position
of the bursts in the CD. These parameters are: the temper-
ature, kTpeak, and flux, Fpeak, at the touchdown point, the
fluence, B, defined as the total energy per unit area emit-
ted during the burst, B =

∫

F (t)dt, and the decay time
scale, τ , obtained from the fit of an exponential function
to the flux during the cooling phase of the burst. We di-
vided the bursts in two groups, based on the hard colour of
the persistent emission at the time of the burst: HC > 1.05
and HC < 1.05. The statistical analysis of both subsamples
shows that both populations are indistinguishable through
these parameters.

3.3 Flux-temperature relation during the cooling

phase

In Figure 4 we explore the relation between the bolometric
flux, F , and the blackbody temperature, kTbb, during the
cooling phase of all the busts. The diagonal lines in the plot
represent lines of constant radius, R = 4, 6 and 8 km, re-
spectively, assuming a distance d = 7.6 kpc to the source.
Besides the fact that the dispersion is high at low flux levels,
all bursts follow the same trend in this diagram (the spread
in the plot is consistent with the statistical errors of the flux
and temperature). Since the flux-temperature relation of all
bursts is consistent with being the same, we rebinned the
data sorted in flux into 25 points (we also rebinned sorting
the data in temperature, obtaining consistent results); we
show the result in Figure 5. From this plot it is apparent that
the cooling phase of the X-ray bursts in 4U 1820–30 does
not follow the expected F ∝ (kTbb)

4 relation for an ideal
blackbody of constant emitting area. Fitting the data with
a single power law, F ∝ (kTbb)

ν , gives ν=4.93±0.03, but
the fit is not good, with χ2=527 for 23 degrees of freedom.
A broken power-law fits the data better (although formally
it is not a good fit), with χ2=41 for 21 degrees of freedom,
resulting in power-law indices before and after the break
ν1=2.1±0.2 and ν2=5.81±0.06, respectively, and a break at
kTbb=2.41±0.02 keV (see Figure 5).

We also studied the flux-temperature relation dividing
the bursts into two groups for HC >< 1.05, as in the pre-
vious subsection. After rebining both sets of data into 25
points, we plotted their respective cooling phases and con-
firmed that both curves are consistent within errors, which
lends support to the idea that the full sample of bursts in
4U 1820–30 is homogeneous.

4 DISCUSSION

We present, for the first time, a homogeneous analysis of the
cooling phase of all the thermonuclear X-ray bursts detected
with RXTE in the ultracompact LMXB 4U 1820–30. The
sample contains 16 PRE bursts with a duration of 20−30 s,
all of them detected when the source was in the hard state
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Figure 3. The X-ray burst in 4U 1820–30 detected in ObsID
96090-01-01-00G. The panels from top to bottom correspond to
the Standard-1 mode (0.125-s time-resolution) X-ray light-curve
(starting 1 s before the burst detection), the blackbody tempera-
ture, kTbb, normalization, Nbb, bolometric flux, F , and reduced
χ2 for 25 degrees of freedom of the best-fitting of the time-resolved
spectra (starting from the onset of the burst), with 1-σ error-bars.
The vertical dotted line indicates the touchdown point, which de-
fines the starting of the cooling phase of the PRE burst.

finally it decays exponentially until the persistent count rate
is recovered in 15–25 s. In the next four panels we present
the evolution of the best-fitting parameters kTbb and Nbb,
the bolometric flux derived from the blackbody model and
the reduced χ2 residuals of the best-fitting model for 25
degrees of freedom, respectively. During the spectral fitting,
we considered three different values for the hydrogen column
density, following Costantini et al. (2012) and Güver et al.
(2010): NH = 0.13, 0.25 and 0.38×1022 cm−2. The best-
fitting spectral parameters obtained for these three column
densities are fully consistent with each other.

At the beginning of the burst the blackbody temper-
ature, kTbb, starts at ∼3 keV and decreases rapidly, while
the blackbody normalization, Nbb, which is proportional to
the inferred emitting area, increases very fast. Then, kTbb

starts to increase again as Nbb decreases, until the touch-
down point is reached. At this point, the Nbb is minimum
and the temperature is maximum. Thus, we define this time
as the start of the cooling phase. This common behaviour
seen in all bursts indicates that they are all PRE. The high
and narrow peak observed in the Standard-1 light curves at
the start of the burst (Keek 2012) is due to the fact that

the temperature decreases enough to move the Planckian
flux distribution to the soft band, outside the energy range
where the PCA is sensitive (Tawara, Hayakawa, & Kii 1984;
in’t Zand & Weinberg 2010).

In order to study the properties of the whole sample
of bursts, we analysed the behaviour of four parameters in-
ferred from the X-ray analysis with respect to the position
of the bursts in the CD. These parameters are: the temper-
ature, kTpeak, and flux, Fpeak, at the touchdown point, the
fluence, B, defined as the total energy per unit area emit-
ted during the burst, B =

∫

F (t)dt, and the decay time
scale, τ , obtained from the fit of an exponential function
to the flux during the cooling phase of the burst. We di-
vided the bursts in two groups, based on the hard colour of
the persistent emission at the time of the burst: HC > 1.05
and HC < 1.05. The statistical analysis of both subsamples
shows that both populations are indistinguishable through
these parameters.

3.3 Flux-temperature relation during the cooling

phase

In Figure 4 we explore the relation between the bolometric
flux, F , and the blackbody temperature, kTbb, during the
cooling phase of all the busts. The diagonal lines in the plot
represent lines of constant radius, R = 4, 6 and 8 km, re-
spectively, assuming a distance d = 7.6 kpc to the source.
Besides the fact that the dispersion is high at low flux levels,
all bursts follow the same trend in this diagram (the spread
in the plot is consistent with the statistical errors of the flux
and temperature). Since the flux-temperature relation of all
bursts is consistent with being the same, we rebinned the
data sorted in flux into 25 points (we also rebinned sorting
the data in temperature, obtaining consistent results); we
show the result in Figure 5. From this plot it is apparent that
the cooling phase of the X-ray bursts in 4U 1820–30 does
not follow the expected F ∝ (kTbb)

4 relation for an ideal
blackbody of constant emitting area. Fitting the data with
a single power law, F ∝ (kTbb)

ν , gives ν=4.93±0.03, but
the fit is not good, with χ2=527 for 23 degrees of freedom.
A broken power-law fits the data better (although formally
it is not a good fit), with χ2=41 for 21 degrees of freedom,
resulting in power-law indices before and after the break
ν1=2.1±0.2 and ν2=5.81±0.06, respectively, and a break at
kTbb=2.41±0.02 keV (see Figure 5).

We also studied the flux-temperature relation dividing
the bursts into two groups for HC >< 1.05, as in the pre-
vious subsection. After rebining both sets of data into 25
points, we plotted their respective cooling phases and con-
firmed that both curves are consistent within errors, which
lends support to the idea that the full sample of bursts in
4U 1820–30 is homogeneous.

4 DISCUSSION

We present, for the first time, a homogeneous analysis of the
cooling phase of all the thermonuclear X-ray bursts detected
with RXTE in the ultracompact LMXB 4U 1820–30. The
sample contains 16 PRE bursts with a duration of 20−30 s,
all of them detected when the source was in the hard state

c⃝ 2012 RAS, MNRAS 000, 1–7



These are the data:

A. True
B.

(sorry, no 50/50 escape this time!)

4 F. Garćıa et al.
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Figure 3. The X-ray burst in 4U 1820–30 detected in ObsID
96090-01-01-00G. The panels from top to bottom correspond to
the Standard-1 mode (0.125-s time-resolution) X-ray light-curve
(starting 1 s before the burst detection), the blackbody tempera-
ture, kTbb, normalization, Nbb, bolometric flux, F , and reduced
χ2 for 25 degrees of freedom of the best-fitting of the time-resolved
spectra (starting from the onset of the burst), with 1-σ error-bars.
The vertical dotted line indicates the touchdown point, which de-
fines the starting of the cooling phase of the PRE burst.

finally it decays exponentially until the persistent count rate
is recovered in 15–25 s. In the next four panels we present
the evolution of the best-fitting parameters kTbb and Nbb,
the bolometric flux derived from the blackbody model and
the reduced χ2 residuals of the best-fitting model for 25
degrees of freedom, respectively. During the spectral fitting,
we considered three different values for the hydrogen column
density, following Costantini et al. (2012) and Güver et al.
(2010): NH = 0.13, 0.25 and 0.38×1022 cm−2. The best-
fitting spectral parameters obtained for these three column
densities are fully consistent with each other.

At the beginning of the burst the blackbody temper-
ature, kTbb, starts at ∼3 keV and decreases rapidly, while
the blackbody normalization, Nbb, which is proportional to
the inferred emitting area, increases very fast. Then, kTbb

starts to increase again as Nbb decreases, until the touch-
down point is reached. At this point, the Nbb is minimum
and the temperature is maximum. Thus, we define this time
as the start of the cooling phase. This common behaviour
seen in all bursts indicates that they are all PRE. The high
and narrow peak observed in the Standard-1 light curves at
the start of the burst (Keek 2012) is due to the fact that

the temperature decreases enough to move the Planckian
flux distribution to the soft band, outside the energy range
where the PCA is sensitive (Tawara, Hayakawa, & Kii 1984;
in’t Zand & Weinberg 2010).

In order to study the properties of the whole sample
of bursts, we analysed the behaviour of four parameters in-
ferred from the X-ray analysis with respect to the position
of the bursts in the CD. These parameters are: the temper-
ature, kTpeak, and flux, Fpeak, at the touchdown point, the
fluence, B, defined as the total energy per unit area emit-
ted during the burst, B =

∫

F (t)dt, and the decay time
scale, τ , obtained from the fit of an exponential function
to the flux during the cooling phase of the burst. We di-
vided the bursts in two groups, based on the hard colour of
the persistent emission at the time of the burst: HC > 1.05
and HC < 1.05. The statistical analysis of both subsamples
shows that both populations are indistinguishable through
these parameters.

3.3 Flux-temperature relation during the cooling

phase

In Figure 4 we explore the relation between the bolometric
flux, F , and the blackbody temperature, kTbb, during the
cooling phase of all the busts. The diagonal lines in the plot
represent lines of constant radius, R = 4, 6 and 8 km, re-
spectively, assuming a distance d = 7.6 kpc to the source.
Besides the fact that the dispersion is high at low flux levels,
all bursts follow the same trend in this diagram (the spread
in the plot is consistent with the statistical errors of the flux
and temperature). Since the flux-temperature relation of all
bursts is consistent with being the same, we rebinned the
data sorted in flux into 25 points (we also rebinned sorting
the data in temperature, obtaining consistent results); we
show the result in Figure 5. From this plot it is apparent that
the cooling phase of the X-ray bursts in 4U 1820–30 does
not follow the expected F ∝ (kTbb)

4 relation for an ideal
blackbody of constant emitting area. Fitting the data with
a single power law, F ∝ (kTbb)

ν , gives ν=4.93±0.03, but
the fit is not good, with χ2=527 for 23 degrees of freedom.
A broken power-law fits the data better (although formally
it is not a good fit), with χ2=41 for 21 degrees of freedom,
resulting in power-law indices before and after the break
ν1=2.1±0.2 and ν2=5.81±0.06, respectively, and a break at
kTbb=2.41±0.02 keV (see Figure 5).

We also studied the flux-temperature relation dividing
the bursts into two groups for HC >< 1.05, as in the pre-
vious subsection. After rebining both sets of data into 25
points, we plotted their respective cooling phases and con-
firmed that both curves are consistent within errors, which
lends support to the idea that the full sample of bursts in
4U 1820–30 is homogeneous.

4 DISCUSSION

We present, for the first time, a homogeneous analysis of the
cooling phase of all the thermonuclear X-ray bursts detected
with RXTE in the ultracompact LMXB 4U 1820–30. The
sample contains 16 PRE bursts with a duration of 20−30 s,
all of them detected when the source was in the hard state
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These are the best-fitting parameters to the spectra:

These (the green points in this plot) are 
(finally!) the data:
A. True
B. False



These are observed fluxes corrected by the 
sensitivity of the instrument as a function of energy

These (the green points in this plot) are 
(finally!) the data:
A. True
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This is the observed flux, without correction

The green points are (finally, finally!) the data:
A. True
B. False



This is the observed flux, without correction

The green points are (finally, finally!) the data:
A. True
B.



Detector response to incident quasi-monochromatic photons with 
E ~ 8.03 keV

We do not measure the flux; we count photons, and must 
deduce their energy from instrumental calibration



Are these (finally, finally, finally!) the data?

We do not measure the flux; we count photons, and must 
deduce their energy from instrumental calibration


